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ABSTRACT

Motivation: High-density DMA microamays provide us with useful
tooks for analyzing DMA and RBNA comprehensively. However,
the background signal caused by the non-specific binding (NSE)
betwesn probe and target makes it difficull to obtain accurate
measurements. To remove the background signal, there is a set
of background probes on Affymetrix Exon arays to represent the
amount of non-specific signals, and an accurate estimation of non-
specific signals using thess background probes is desirable for
improvemant of microarray analyses.

Results: We developed a themmodynamic model of NEB on short
nucleotide microamays in which the N5Bs are modeled by duplex
formation of probes and multiple hypothetical targets. We fitted the
observed signal intensities of the background probes with those
expacted by the moded to obtain the model parameters. As a result,
we found that the presented model can improve the accuracy of
pradiction of non-specific signals in comparison with praviousty
proposed methods. This result will provide a wseful method o cormect
for the background signal in cligonudeotide microamay analysis.
Availability: The software is implerented in the B language and
can ba downloaded from our webaite (hitp:Awww-ghimizu. ist. csaka-
wac jp/shimizu_|ab/MSNSA.

Contacl: furusawasist osaka-u.acjp

Supplementary information: Supplementary cata ane available at

1 INTRODUCTION

High-density cligonuclectide microarrays such as those provided
by Affymetnx allow the genome-wide quantitative amlyss of gene
expression, genetic varations and regulatory factor binding siles
using the ChiP-chip method (Buock and Lieb, 2003; Lipshutz ef al.,
1999; Selinger &f al, 20000, Toimprove the quality of data anal veis
meazsured by the microarrays, varous methods have been studied
(Cope ei al., 2004; Held & al., 2006; Inzary e al., 200¢ Li and
Wong, 2001; Ono et al., 2008; Wa and Irizarry, 2004). A key issoe
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in such microarray lechnology wsing short oligonucleotide probes
is how to remove the effect of the false sigmal due 1o pon-specific
binding (NSE) between probe and target, which iz inevitable when a
complex mixture of DNA/RMNA fragments are hybridized to millions
of probes simultanecusly (Shappy ef al, 2004; Wu et al., 2005;
Yoen & al., 2002; Fhang & al, 2003), The current approach to
solving this problem adopted in Affymetrix®s platform [Microarray
Analysis suite ver. 5.0 (MAS3)] is 1o use a set of probe pairs,
i a perfect match (PM) probe which matches a fragment of the
corresponding gepe exactly and 3 mdsmatch (MM probe containing
a single nocleotide MM in the center (Affymetrix, 2001). It is
assumed thal the sigmal inlensities of e MM probes provide a
measure of NSB (o the corresponding PM probes, and thos the
use of the signal intensities of MM probes allows one o remove
the effect of NSB. However, this method has the following two
problems. First, it has been podnted out that arcund 30¢% of raw MM
indensities are larger than corresponding raw PM intensities, and to
extract information of target hybrdization from such probe pairs is
difficult. This fact indicates that the MM intensities are not always
available for the compensation of M5B in PM probes (Naef & al.,
2002). Second, this method requires a huge number of MM probes,
as many as there are PM probes, for the background comection.
Since (he number of available PM probes is an importam factor in
the accuracy of microarray analysis, especially in the tling-array
analysis { Bertone et al., 2004), a method of signal comection using
a smaller number of MM probes is desirable.

Recently, Affymetrix released a new platform, namely Exon
amrays, designed for high resolution analysis of exon-level
exprezsion. One significant feature of the Exon arays is that
they have no MM probes, Instead, they include a st of probes,
called background probes, for which it is expecied that there is no
significant gene-specific signal cansed by exacly matched targets,
50 the observed sigmal intensities of the background probes mostly
originate from NSB (Affymetrix, 2005). Thus, by analyzing how
the signal intensities of the backgroumnd probes depend on their
probe sequences, il is expecied that we can estimate how the NSB
signal contribules o signal intensities of all probes. In Affymetrix's
algonithm for the estimation of N3B, called the GO composition-
based background correction (PM-GCBG), the non-specific signal
inensity of a given PM probe is estimated as the median of
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Introduction
High—density oligonucleotide microarrays such as those
provided by Affymetrix allow genome-wide quantitative
analysis of gene expression, genetic variations, and regulatory
factor binding sites using the ChIP-chip method [1,2]. A key
issue in such microarray technology using short oligonucleotide
probes is how to remove the effect of the false signal due to
non-specific binding (NSB) between probe on the arrays and
fluorescent labeled targets, which is inevitable when a complex
mixture of DNA/RNA fragments is hybridized to millions of
probes simultaneously. Thus, the development and the evalua-
tion of algorithms to predict the amount of NSB are important
topics for the improvement of microarray analysis.

In this study, we sought to develop a thermodynamic model
of NSB on short nucleotide microarrays. In the model, we
assumed that NSB caused by a complex mixture of DNA/RNA
fragments can be approximated by hybridization of the probes
and multiple hypothetical targets, which reflect major compo-
nents of the mixture. We also assumed the binding affinities of
these hypothetical targets to the probes can be estimated by the
nearest neighbor model [3] from the sequence of each probe.
In the original nearest neighbor model, the model param-
eters depends on permutation of every adjacent base pairs, we
extended it to consider permutation of every adjacent n-base
pairs. We fitted the observed signal intensities of NSB with
those expected by the model to obtain the model parameters
as representing the concentrations of the hypothetical targets
and the binding affinities. As a result, we found that our model
improved the accuracy of prediction of NSB intensities com-
pared with previously proposed approaches.

A thermodynamic model for the non-specific hybridization signals

To estimate the NSB signal we used the data of “background
probes” on Affymetrix’s Exon Arrays, for which it is expected
that there is no significant gene-specific signal caused by exact-
ly matched targets, so the observed signal intensities of the
background probes mostly originate from NSB [4]. Thus, by
analyzing how the signal intensities of the background probes
depend on their probe sequences, it is expected that we can
estimate how the NSB signal contributes to signal intensities
of all probes.

In this study, we introduce a multi-source non-specific
hybridization (MSNS) model to estimate the NSB signal inten-
sity of background probes. The schematic representation of
this model is shown in Fig.1. In this approach, we assume that
the non-specific signals of background probes can be repre-
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sented by a thermodynamic equilibrium model of the bindings
between probes and multiple hypothetical targets, based on the
following reactions:

self-Tolding

Fig. 1 Schematic
representation of the
multi-source non-
specific hybridiza-
tion (MSNS) model
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where Bfr “ and Y}ﬁ ¢ are free i-th probes and j-th hypotheti-
cal targets, and P;7; is their duplex, Kj; is equilibrium constant
between them and m is the number of hypothetical targets. Here
we assume the following points; i) the equilibrium the system,
i1) mass conservation of probe and target molecules, and iii) the
number of target molecules is enough larger than the number
of probe molecules. From these assumptions, we obtain that
the intensity of non-specific hybridization of the i-th probe is
represented as follows:

Ci[PT |+ 1
pm

1
[Btotal] l][T]free] .\ Ibg
1+ KT

where ' is the non-specific signal intensity of the i-th probe,
C is the scale of intensity and /”¢ is the optical background
intensity. For the equilibrium constant K;;, we assume that the
free energy of hybridization between probe and hypothetical
non-specific targets is calculated using the n-nearest neighbor
model, which is an expansion of the nearest neighbor model
[3] to include the effect of n-neighboring nucleotides for the
calculation. We also consider the equilibrium of the probes
between the folded and unfolded states, where the equilibrium
constant of folding/unfolding of probes are calculated by an
algorithm named UNAfold [5]. In the MSNS model, there are
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mx4"+m—n+28 parameters that are adjusted to fit the model
of the observed background intensities: mx4" parameters for
the n-nearest neighbor parameter for each hypothetical target;
m parameters for the concentration of m hypothetical targets;
26—n for the position dependence of the weight factors on the
probes; one parameter for the optical background constant; and
one for the weight factor representing the coefficient for probe
folding. We optimized these model parameters by minimizing
the mean residual error between observed and expected probe
intensity in the background probes.

Evaluating estimates of the non-specific hybridization signals
To evaluate the MSNS model for the estimation of the NSB
signal, we fitted the observed non-specific signal intensities in
the training probe set with those expected by the models by
tuning the parameters in the models. Then, we evaluated the
accuracy of the estimate. In Fig.2, we show the scatter plots of
estimated and observed signal intensities of the testing probe set
which were not used for the parameter fitting. In the figure, the
estimations of two previous methods are also presented. One
is Affymetrix’s GC composition based background correction
(PM-GCBG) method [4], in which the NSB signal intensity of a
given PM probe is estimated as the median of signal intensities
of background probes having the same GC-content. Another is
the model-based analysis of tiling arrays (MAT) method [6], in
which a simple linear model is used for the NSB estimation.
As clearly shown in Fig.2, the PM-GCBG and MAT methods
showed inconsistency in the region of large background signals
(i.e. observed intensities larger than 500) and relatively low R?
value, while the MSNS model succeeded in estimating such
large background signals and resulted high R? value (R?~0.8).
One reason for the difference in the estimation of large back-
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Fig. 2 The relationship between the expected and observed signal intensities
of the testing probes. The R? values for each estimation are also presented.
The solid line indicates y=x, while the dashed lines show y=3xx and y=1/3xx,
respectively. The numbers of fitting parameters are 25 for (a), 80 for (b), 43 for
(c), and 1052 for (d), respectively. In the case of the MSNS model with m=4,
n=4, 99% of probes in the testing dataset were within 3-fold differences, and
96% were within 2-fold differences.
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ground signals is the use of the n-nearest neighbor model to
calculate the hybridization free energy. The parameters in the
n-nearest neighbor model indicated that contiguous sequences
of cytosine(C) in a probe, such as ‘CCCC’ and ‘CGCCC’, are
more effective in increasing the amount of nonspecific hybridi-
zation than non-contiguous sequences of C, even among probes
having the same GC content. Since such effects of contiguous
sequences in a probe cannot be represented in the previous
models, these models failed to predict the large signal intensity
caused by NSB. Also, the results indicate that the inclusion
of multiple hypothetical targets is effective for the accurate
prediction of the amount of NSB. Since the MSNS model used
a large number of fitting parameters for the estimation (e.g.,
1052 fitting parameters are used in the case of , m=4 , n=4),
we checked the possibility of over-parameterization by using
Akaike information criterion (AIC) and Bayesian information
criterion (BIC). As results, the analysis using AIC and BIC sug-
gested that the models with m=4 and n=4 are appropriate for
the non-specific estimation under this condition.

Conclusion

One significant feature of microarray technology is that we can
prepare a huge number of probes, and thus can use huge amounts
of signal intensity data for analyses. Such a huge amount of data
makes it possible to evaluate hybridization models with large
numbers of fitting parameters. In this study, we evaluated the
model-based approach for the estimation of non-specific hybridi-
zation. We expanded the hybridization model to represent the
NSB between probes and a complex mixture of oligonucleotide
fragments by introducing multiple hypothetical targets and the
n-nearest neighbor model for the estimation of binding affini-
ties. Even though the number of fitting parameters in the model
becomes larger, we found that the accuracy of predicting the NSB
signal intensities increases significantly. Our studies showed that
the inclusion of 10*~103 background probes, for which no signal
caused by specific binding is expected, provides accurate predic-
tion of the NSB signal, with R?~0.8. We believe that the accurate
background correction with such a small number of background
probes can be a key algorithm for future microarray analysis.
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