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Introduction
Large scale distributed systems have been developed recently. 

As the number of processes in a distributed system grows, 
the distributed system becomes more prone to faults. Self-
stabilization [1] provides autonomous adaptability to any fi nite 
number and any kind of transient faults (e.g., memory soft error 
at processes). Even when a distributed system is corrupted by 
transient faults and gets into an unexpected confi guration, a self-
stabilizing system can autonomously recover its desired behav-
ior without any external intervention.  Although self-stabiliza-
tion promises autonomous adaptability to any scale of transient 
faults, the adaptability to small scale faults is more important 
in practice. This is because catastrophic faults rarely occur in 
practical environments and small scale faults are more likely to 
occur. Nevertheless, self-stabilization promises nothing during 
the recovery and the effect of small scale faults can spread over 
the entire network. A self-stabilizing system can be contamin-
ated entirely even by small scale faults while we expect that the 
system can recover quickly with small effect from small scale 
faults.

A fault-containing self-stabilizing protocol [2] promises self-
stabilization against large scale faults and fault-containment 
against small scale faults (Figure 1). Starting from any confi g-
uration corrupted by f processes or less, an f-fault-containing 
protocol reaches a legitimate configuration with small effect 
and in short time, i.e., both the recovery time and the number of 
processes affected by the faults are proportional to f or less. So, 
the fault-containment property improves the adaptability of self-
stabilization to small scale faults. 

Hierarchical composition of protocols facilitates the design 
of new protocols. In hierarchical composition of two (or more) 

protocols, the output of one protocol (called the lower protocol) 
is used as the input to the other (called the upper protocol), and 
the obtained protocol provides the output of the upper protocol 
for the input to the lower protocol. 

Hierarchical composition of protocols is commonly used to 
relieve the diffi culty in designing self-stabilizing protocols. Dif-
ferent from composition of classical (or non-self-stabilizing) 
protocols, protocol composition based on sequential execution 
of protocols is impossible for self-stabilizing protocols. Instead, 
the adaptability to any confi guration of self-stabilizing protocols 
allows us to composite protocols based on parallel execution of 
protocols.  However, the composition technique cannot preserve 
the fault-containment property of the source protocols. This is 
because the parallel execution of the source protocols allows 
the upper protocol to execute its actions before stabilization of 
the lower protocol, that is, the upper protocol can work on an 
incorrect intermediate output of the lower protocol (Figure 2).

Containment-preserving composition of
self-stabilizing protocols

In this paper, we propose, as a novel composition technique 
of fault-containing self-stabilizing protocols, a containment-
preserving composition technique, RWFC-LNS (Recovery 
Waiting Fault-containing Composition with the Local Neighbor-
hood Synchronizer). The composition technique follows a gen-
eral strategy, RWFC strategy, which was previously proposed 
by the authors [3]. The RWFC strategy realizes containment-
preserving composition of self-stabilizing protocols by forcing 
the upper protocol to stop its execution until the lower protocol 
completes the recovery from a faulty confi guration. This strat-
egy guarantees that the upper protocol always works on the cor-
rect input from the lower protocol. Therefore, the upper protocol 
can recover from a faulty confi guration with keeping its fault-
containment property. The key to implementation of the RWCF 
strategy is how the waiting at the upper protocol is realized.  In 
the RWFC-LNS technique, the waiting at the upper protocol is 
realized using a synchronized timer at each process.  Since we 
consider asynchronous systems, we design self-stabilizing syn-
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chronization protocol for the composition.
Before presenting the RWFC-LNS technique, we give the 

definitions of an f-fault-containing protocol and the measures 
for the fault-containment property. A configuration is f-faulty 
configuration if a legitimate configuration can be obtained by 
changing the states of f processes. To measure the containment 
property in recovery from f-faulty confi gurations, the recovery 
time and the contamination radius are considered. The recovery 
time is the time required to reach a legitimate configuration 
and the contamination radius is the maximum distance to a 
contaminated process from its nearest faulty process, where a 
contaminated process is the process that changes its state during 
the recovery. A self-stabilizing protocol is f-fault-containing if 
the recovery time and the contamination radius for any f-faulty 
confi guration depend on f (not the total number of processes).  

We show the outline of the RWFC-LNS technique for the 
composition of two self-stabilizing fault-containing protocols 
P1 and P2. In the following, let P1 be an f1-fault-containing 
protocol with recovery time r1 and the contamination radius c1, 
and P2 be an f2-fault-containing protocol with recovery time 
r2 and the contamination radius c2. As described below, the 
RWFC-LNS technique generates an f’-fault containing protocol 
composed from P1 and P2 where f’= min{f1, f2}.

Starting from an f’-faulty configuration, a process finding 
inconsistency in P1 or P2 initiates a self-stabilizing local neigh-
borhood synchronizer.  The local neighborhood synchronizer 
can synchronize timers at processes in the neighborhood of 
the initiator. Using the synchronized timer, each process in the 
contamination radius of P1 and P2 fi rst executes only P1 for r1 
rounds (with stopping its execution of P2). Note that if a faulty 
process p has a correct process q as its neighbor, p or q can fi nd 
the inconsistency between them in P1 or P2. During the first 
r1 rounds (or the recovery time of P1 for f1-faulty configura-
tions (f1>_ f’)), these processes execute only P1, and P1 reaches 
a legitimate confi guration. After that, these processes start their 
execution of P2 on the correct input from P1. These processes 
execute only P2 for the r2 rounds (or the recovery time of P2 for 
f2-faulty confi gurations (f2>_ f’)). Figure 3 illustrates the outline 
of the RWFC-LNS strategy.

The features of the local neighborhood synchronizer are sum-
marized as follows. Once initiated, the local neighborhood 
synchronizer makes the processes within the distance max{c1, 
c2}+min{f1, f2}+1 set their timer values to r1+r2 and then de-
crease the values one by one. The decrement of the timer values 
is executed in a synchronized fashion; the processes keep dif-
ference of timer values between neighboring processes at most 

one.  Even when started from any configuration, the self-sta-
bilizing synchronizer reaches a legitimate confi guration (where 
timer values are synchronously decreased) in O(r1+r2) rounds.

From the above, given an f1-fault-containing protocol P1 and 
an f2-fault-containing protocol P2, RWFC-LNS provides a 
min{f1, f2}-fault-containing protocol. The contamination radius 
of the obtained protocol is O(max{c1, c2}+min{f1, f2}). The 
recovery time of the obtained protocol is O(r1+ r2).

Conclusions
We proposed a novel timer-based fault-containing compos-

ition technique RWFC-LNS for fault-containing self-stabilizing 
protocols that guarantees containment of the effect of faults 
during the recovery. The proposed composition technique facili-
tates the design of new fault-containing protocols and enhances 
reusability of existing fault-containing protocols, which reduces 
the burden of protocol designers.

The RWFC-LNS technique utilizes the temporal containment 
property of fault-containing protocols while the previous tech-
nique proposed by the authors [3] utilizes the spatial contain-
ment. To implement the timers at processes, we designed a local 
neighborhood synchronizer. 

One of the most important applications of the proposed meth-
od is ring embedding in an arbitrary network. Ring is one of the 
most investigated networks in distributed computing and many 
fault-containing protocols have been designed for rings. The au-
thors [4] proposed a ring embedding on an arbitrary rooted tree 
that preserves fault-containment property of protocols executed 
on the embedded ring. We can execute fault-containing proto-
cols designed for rings on an arbitrary network by composing 
the ring embedding and fault-containing spanning tree construc-
tion by the proposed composition technique. 
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